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C O N S P E C T U S

The transport of charge via electrons and the transport of
excitation energy via excitons are two processes of fun-

damental importance in diverse areas of research. Charac-
terization of electron transfer (ET) and excitation energy
transfer (EET) rates are essential for a full understanding of,
for instance, biological systems (such as respiration and pho-
tosynthesis) and opto-electronic devices (which interconvert
electric and light energy). In this Account, we examine one of
the parameters, the electronic coupling factor, for which reli-
able values are critical in determining transfer rates. Although
ET and EET are different processes, many strategies for cal-
culating the couplings share common themes. We empha-
size the similarities in basic assumptions between the
computational methods for the ET and EET couplings, exam-
ine the differences, and summarize the properties, advan-
tages, and limits of the different computational methods.

The electronic coupling factor is an off-diagonal Hamil-
tonian matrix element between the initial and final dia-
batic states in the transport processes. ET coupling is essentially the interaction of the two molecular orbitals (MOs)
where the electron occupancy is changed. Singlet excitation energy transfer (SEET), however, contains a Förster
dipole-dipole coupling as its most important constituent. Triplet excitation energy transfer (TEET) involves an exchange
of two electrons of different spin and energy; thus, it is like an overlap interaction of two pairs of MOs. Strategies
for calculating ET and EET couplings can be classified as (1) energy-gap-based approaches, (2) direct calculation of
the off-diagonal matrix elements, or (3) use of an additional operator to describe the extent of charge or excitation
localization and to calculate the coupling value.

Some of the difficulties in calculating the couplings were recently resolved. Methods were developed to remove
the nondynamical correlation problem from the highly precise coupled cluster models for ET coupling. It is now pos-
sible to obtain reliable ET couplings from entry-level excited-state Hamiltonians. A scheme to calculate the EET cou-
pling in a general class of systems, regardless of the contributing terms, was also developed.

In the past, empirically derived parameters were heavily invoked in model description of charge and excitation
energy drifts in a solid-state device. Recent advances, including the methods described in this Account, permit the first-
principle quantum mechanical characterization of one class of the parameters in such descriptions, enhancing the pre-
dictive power and allowing a deeper understanding of the systems involved.

1. Introduction

Transports of charges or excitons are commonly

seen fundamental processes in many optoelec-

tronic devices as well as biological systems. The

creation, diffusion, and annihilation for excitons

and the mobility of charges are some of the key

processes in many devices that interconvert

electric and light energies.1,2 Charge transfer is
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an important process in many biochemical systems, such as

those in respiration and photosynthesis.3,4 The light har-

vesting and photoprotection in photosynthesis involves sin-

glet and triplet excitation energy transfer (EET).5 To gain a

deep understanding for these systems, it is important to

describe the rates of these processes with as few empiri-

cally derived parameters as possible.6,7 Therefore, it has

become increasingly important to develop computational

techniques that allow us to calculate the rate of charge or

energy transport.8-10

In a general class of transport processes including electron

transfer (ET) and excitation energy transfer (EET), a change in

the electronic configuration takes place in a thermally fluctu-

ating environment. In the weak-coupling limit, the rate of both

processes can be described by the Fermi golden rule:

kiff )
2π
p

|Vif|
2δ(Ei - Ef) (1)

in which Vif is the electronic coupling factor describing the

transition between the two electronic states (i and f). There-

fore, the rate of such processes can be determined by the den-

sity of states and the electronic coupling factor, Vif. For

example, the Marcus theory11 and the Förster’s rate expres-

sion12 are realizations of such Golden-rule rates for ET and

EET, respectively.

The electronic coupling Vif is determined by the electronic

nature of the molecules or fragments involved. In many

works, it is an adjustable parameter determined empirically by

a complete measurement and fitting the data to theoretical

expressions.13,14,15 On the other hand, the Condon’s approx-

imation16 allows us to calculate such a coupling for the sys-

tem without using highly precise models, since the external

coordinates, such as the solvent configuration or many vibra-

tional degrees of freedom, generally do not affect the elec-

tronic coupling much.17 Therefore, the electronic coupling is

a suitable target for quantum chemistry computation.

A number of computational schemes are available for the

ET and EET couplings.18,19 Despite the different natures in ET

and EET couplings, many computational strategies for ET and

EET couplings share common themes. In this Account, we dis-

cuss the advantages, limits, and general properties of these

schemes with an emphasis on their similarities in basic

assumptions. In the following sections, we describe computa-

tional methods for the ET coupling first. The schemes for both

the singlet and triplet EET (SEET and TEET) couplings are

included in section 3.

2. Calculating the ET Coupling

In the weak-coupling limit, the ET rate can be described by the

Marcus theory20,21

kET )
2π
p

|Vif|
2 1

√4πλkBT
exp - (∆G° + λ)2 ⁄ (4λkBT) (2)

where λ is the reorganization energy and ∆G° is the standard

Gibbs free energy change. Similar to eq 1, the ET rate is pro-

portional to the electronic coupling amplitude squared.

To calculate the electronic coupling factor, a two-state

model is often employed, which is composed of the initial and

final states of the system. In the two-state model, the Hamil-

tonian can be written in two different representations:

charge-localized
states eigenstates

( Ei Hif

Hif Ef
)S (E1 0

0 E2
) (3)

with the eigenvalues

E1,2 )
Ei + Ef

2
(�(Ei - Ef

2 )2

+ Hif
2 (4)

In the transition state, a resonant situation, Ei ) Ef, is satis-

fied. The energy gap becomes

|E1 - E2| ) 2|Hif| (5)

The overlap matrix element, Sif, can be included for more gen-

eral situations. An effective Hamiltonian can be obtained by the

Löwdin symmetric transformation with the off-diagonal element

Vif ≡ Hif
eff )

Hif - (Ei + Ef)Sif ⁄ 2

1 - Sif
2

(6)

Under resonance conditions, the energy gap is again twice the

effective coupling value:

|E1 - E2| ) 2|Vif| (7)

The common strategies for calculating electronic coupling fac-

tors are listed below with their detailed discussions included

in the following sections:

Energy gap, calculating the eigenstate energies, E1 and E2,

at a resonance condition in which Ei ) Ef. The coupling val-

ues are given by half energy gaps (eq 7).

Direct coupling, treating the states from quantum calcula-

tion as charge-localized states and calculating the off-diago-

nal Hamiltonian, Hif, and overlap, Sif, directly. For coupling

values, eq 6.22,23
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Use additional operators, using a dipole or charge differ-

ence operator to define the charge-localized states. The cou-

pling is then obtained by transforming the two-state

Hamiltonian accordingly.24,25

2.1. Energy-Gap-Based Schemes. 2.1.1. One-Electron
Theory. The energy can be derived from a one-electron the-

ory, or it can be many-electron state energies. One-electron

energy is based on Koopmans’ theorem (KT)26 with the

Hartree-Fock (HF) wavefunctions. With KT, the energy for an

ion can be derived from the energy of a corresponding molec-

ular orbital (MO) of the neutral system. So, coupling is one-

half of the energy gap of the two highest occupied MOs

(HOMOs) or the two lowest unoccupied MOs (LUMOs) of a

neutral donor-acceptor complex. Due to its ease and acces-

sibility, HF-KT is widely used.27,28

2.1.2. Many-Electron State Energy: Treating the Nondy-
namical Correlation. In the energy-gap based approach, the

small energy difference between symmetric and antisymmetric

adiabatic states is directly proportional to the ET coupling. Typi-

cally there are pairs of MOs that are near-degenerate because of

the weak interaction between the donor and acceptor fragments,

and they lead to near-degenerate target configurations (Figure 1).

It is necessary to describe these near-degenerate configurations

in a balanced manner for good energy gap values.

The spin-flip (SF) scheme is a useful method to calculate the

energy gap in ET coupling.29,30 In SF, a high-spin configuration

is used as a reference state, and the desired low-spin configura-

tions are generated as spin-flipping excitations, as depicted in Fig-

ure 1. SF offers a simple way to treat the desired target states in

a balanced manner, since the active π (or π*) orbitals have the

same occupancy in the reference state. It avoids the problems

caused by using one of the target configurations as the refer-

ence state, in which one of the active orbitals is often over-

stablized at the expense of another active orbital, leading to an

unbalanced treatment and an overestimated energy gap.31

For the energy gap for an ionic radical, the neutral state can

be a good reference with the near-degenerate HOMOs and

LUMOs treated in a balanced manner. Therefore, to calculate

the energy gap for a radical cation in a hole transfer prob-

lem (or an anion for electron transfer), it is possible to obtain

the state energies using the ionization potential (or electron

affinity) equation of motion coupled cluster (IP-EOMCC or EA-

EOMCC) types of approach.32-34

The IP-, EA-, and SF-based schemes can be used to system-

atically study the dynamical correlation effect in ET coupling.

Such a dynamical correlation effect was further examined in

ET through many-electron bridges as shown in Figure 2.35 A

difference in two symmetry-adapted coupled cluster singles

and doubles (CCSD) ground-state energy (∆CCSD) was also

included. In most cases, a good agreement among different

CCSD variants is seen. In some cases such as in Figure 2B,D,

there are discrepancies between values among the CCSD val-

ues, on the order of 10-3 eV. They are similar to those

reported in a benchmark comparison with full configuration

interaction (FCI).36 Thus more careful studies are needed for

the precise correlation effects in these cases.

2.2. Direct Coupling. The direct coupling (DC) starts with

two charge-localizing unrestricted Hartree-Fock (UHF) config-

urations to mimic the initial and final states |Ψi〉 and |Ψf〉.38,39

The ET coupling is then calculated via eq 6 with the follow-

ing elements.40,41

Hif ) 〈Ψi|Ĥ|Ψf〉 (8)

Sif ) 〈Ψi|Ψf〉 (9)

DC may not look like a rigorous approach because it assumes

that the charge-localized solutions from a quantum computa-

FIGURE 1. Spin-flip (SF), ionization potential (IP), and electron affinity
(EA) schemes, with π orbitals depicted for two ethylenes as an
example. Shown in panel A) is the scheme for hole transfer (HT) and
in panel B that for ET. Configurations in panels a are the charged
quartet configuration (for SF) and those in panels d are neutral singlet
(IP and EA) reference states. In panels b and c are the target charged,
doublet configurations.
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tion are the diabatic states. However, they have the advan-

tage of low computational cost and generally good results (see

Figure 2).42 In the systems tested, most of the direct coupling

(DC) values are very close to those derived from much more

expensive CCSD-based schemes.

DC assumes that the two UHF solutions are the two dia-

batic states, and the eigenstates are assumed to be linear

combinations of these two configurations.43 Therefore, DC

uses the approximate dual-configuration solutions as the

eigenstates.44 Including these two configurations is like an

approximated multiconfigurational approach for nondynami-

cal correlation. Therefore, DC can be viewed as an inexpen-

sive scheme in which nondynamical correlation is

approximately treated.

There are many cases in which the DC and the CCSD

results agree well (Figure 2), and the dynamical correlation

effect is possibly small in these cases. The relative discrepan-

cies are increased especially for cases with small coupling val-

ues (Figure 2B,D). For these systems, we believe a more

careful treatment is necessary. ET coupling is usually regarded

as a one-electron property with typically small energy val-

ues. Electron correlation may add many small terms to it and

change the coupling value. The bridge-mediated cases are

possible candidates for significant dynamical correlation

effects, since the electron is now tunneling through a many-

electron environment. From our results, it can be seen that

such a possibility exists in some cases, and further study is

necessary to address it properly, for example, to compare with

couplings derived from other other high-level approaches as

possible.45

There are simplified variants of DC, which can be used for

efficient characterization of ET coupling. One of the them uses

the Fock matrix element as the coupling in two donor and

acceptor MOs where electron occupancy changes in an

ET.46,47 The relatively low computational cost allows a large

number of ET coupling evaluations in simulations. Therefore,

such approaches can be seen in many recent works treating

charge transporting in organic solids.48,49 These works are

also examples of the emergent works in the literature that

connect microscopic electronic structure to the bulk charge

transporting properties.

2.3. The Generalized Mulliken-Hush Scheme and Its
Variants. Solving the Schrödinger equation yields a set of

eigenstates, but the coupling is the Hamiltonian element in a

charge-localized space. Generalized Mulliken-Hush (GMH)

and its variants use additional operators to define this charge-

localized space and calculate the off-diagonal Hamiltonian

matrix element. In the first three rows of Table 1, we sketch

the operators employed by these schemes in the two differ-

ent representations, the eigenstates and the charge-localized

states, as an introduction.

The GMH scheme is a generalization from the

Mulliken-Hush expression, which uses absorption spectra to

determine coupling values for optical ET.50 In GMH,51 the two

FIGURE 2. Coupling values for both hole transfer (HT) and ET couplings for systems tested.37
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charge-localized states are assumed to be the states that have

a zero transition dipole moment between them. The ET cou-

pling, Vif, is then calculated with two charge-localized states |i〉
and |f〉, or in the eigenstate space:

Vif )
µ12∆E12

√(µ1 - µ2)
2 + 4µ12

2
(10)

where µ12 is the transition dipole moment, ∆E12 is the energy

difference, and µ1 and µ2 are the permanent dipoles, all of

which are calculated between the two eigenstates of the

system.

2.3.1. Using a Model Solvent. In photoinduced ET, elec-

tron transfer takes place between a locally excited (LE) state

and a charge-transfer (CT) state. Since the molecule is mod-

eled in a vacuum, the ab initio CT state energy can be very

high. A high-energy CT state could couple with other high-

lying LE states, leading to an overestimated transition dipole,

and thus the final GMH coupling value may become unphysi-

cally large.

In a previous work,52 we found that a simple solvent

model, such as the image charge approximation (ICA),53 can

lower the energy of the CT state and decouple it from the

undesired high-lying local excitations. We found that coupling

strength is weakly dependent on many details of the solvent

model, confirming the Condon approximation. Therefore, a

trustworthy value can be obtained, with ICA used as a tool to

improve and monitor the quality of the results. As seen in Fig-

ure 3B, for dimethoxynaphthalene-[polynorbornyl-(8,σ-

bonds)]-dicyanovinyl (DMN[8]DCV), one member of a series

of well-studied molecules,54 the GMH coupling value becomes

smaller and less dependent on the basis sets when ICA is

employed.

2.3.2. The Fragment Charge Difference. The fragment

charge difference (FCD) scheme is similar to the GMH. In

FCD,57 a charge difference operator (Table 1) is employed. The

molecule is partitioned into two fragments, one for the donor

and the other for the acceptor. A 2 × 2 donor-acceptor

charge difference matrix, ∆q, is defined with its element ∆qmn:

∆qmn ) ∫r∈D
Fmn(r) dr - ∫r∈A

Fmn(r) dr (11)

where the diagonal elements ∆qmm (≡∆qm) are calculated

from the diagonal one-particle density, Fmm(r), and the off-

diagonal ∆qmn is the corresponding quantity from the transi-

tion density, Fmn(r),

Fmn(r) ) N∫ ...∫ dr2 ... drN Ψm(r, r2, ... rN)Ψn
∗(r, r2, ... rN)

(12)

where N is the number of electrons in the system. Therefore,

the matrix for charge difference can be calculated in eigen-

state space.

TABLE 1. Schematic Interpretation for GMH, FCD, and FED Methodsa

transfer scheme operator localized states eigenstates coupling (Vif)

Hamiltonian

( Ei Vif

Vif E f
) (E1 0

0 E2
)

electron GMH diplole

(µi 0
0 µf

) ( µ1 µ12

µ12 µ2
) µ12∆E12

√(µ1 - µ2)2 + 4µ12
2

electron FCD charge difference

(∆qi 0
0 ∆qf

) ( ∆q1 ∆q12

∆q12 ∆q2
) ∆q12∆E12

√(∆q1 - ∆q2)2 + 4∆q12
2

excitation energy FED excitation number difference

(∆xi 0
0 ∆xf

) ( ∆x1 ∆x12

∆x12 ∆x2
) ∆x12∆E12

√(∆x1 - ∆x2)2 + 4∆x12
2

a Listed are the Hamiltonian and the operators used to find the charge-localized states (or excitation-localized states for FED) in two different representations: the
charge- or excitation-localized states and the eigenstates.
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∆q ) ( ∆q1 ∆q12

∆q12 ∆q2
) (13)

In general ∆q is not diagonal because transition density

may exist between the two eigenstates. The charge-localized

states are defined as the linear combination of the eigenstates

that diagonalizes ∆q or, equivalently, maximizes charge sep-

aration. The coupling is obtained after a transformation of the

Hamiltonian,

Vif )
(E1 - E2)|∆q12|

√(∆q1 - ∆q2)
2 + 4∆q12

2
(14)

The FCD coupling values are mostly similar to GMH in our

tests. In Figure 3C, we include FCD coupling values for

DMN[8]DCV. Without a model solvent, the FCD coupling value

is not as large as that of GMH. This is because a mix of a high-

energy LE states does not lead to a large change in the ∆q
value, which is a desirable property of FCD.

In FCD, a population analysis scheme, such as the Mulliken

population analysis,58 is necessary. It is known that the Mul-

liken population analysis suffers from several problems, such

as the equal dividing the off-diagonal population to two atoms

regardless of their electronegativities. However, since the total

charges on the two fragments are calculated, the problems

arising from dividing between two atoms are typically small

in FCD. In Figure 3, we included the FCD coupling with the

real-space based Becke’s partition,51 and found that the results

are very similar to the ones with the Mulliken population

analysis.

For bridge-linked molecules, the donor and acceptor spaces

can include bridge fragments for eq 11. In Figure 3, FCD cou-

plings from different partition schemes are included. It is seen

that the coupling without including a bridge fragment (I) is

similar to those with a piece of bridge, especially when an ICA

solvent is employed.

Both GMH and FCD are useful and flexible computational

schemes for ET couplings. With entry-level excited-state mod-

els, they can be used for large molecules for practical pur-

poses. They can also be used with advanced quantum models

for a precise account.41 The ICA solvent model is a simple way

to improve and verify both GMH and FCD results.

3. Excitation Energy Transfer

The electronic excitation energy transfer (EET) is also an impor-

tant class of transport processes in which the electronic exci-

tation energy is transferred from the donor to the acceptor.

The fluorescence resonance energy transfer (FRET) is a widely

used technique utilizing EET. The rate of these energy trans-

fer processes can also be described by theories derived from

the Fermi golden rule,23,54

kEET )
2π
p

|V|2J (15)

where V is the electronic coupling and J is the Franck-Condon

factor weighted density of states. The latter is often replaced

by the spectral overlap of the donor emission and acceptor

absorption spectra.

The most frequently seen EET involves singlet excitation of

the fragments. The coupling for such singlet EET (SEET) is a

sum of a Coulomb coupling and the short-range

coupling.19,55,57 The former reduces to the Förster

dipole-dipole coupling at a large separation,19 which has an

R-3 distance dependence, leading to a characteristic R-6

dependence for EET rates. It is commonly regarded as the

dominant interaction in EET. The short-range term consists of

Dexter’s exchange coupling55 and an overlap term.47-49 The

former can be regarded as the molecules exchange electrons

FIGURE 3. A comparison of GMH and FCD coupling values, with
and without an ICA model solvent (ε ) 37.5), for the molecule
shown in panel A. In panel B are the GMH coupling values for two
basis sets. In panel C are the FCD coupling values calculated at a
number of different partition schemes as shown in panel A. All FCD
results were obtained using Mulliken population analysis, except for
“I Becke”, which was obtained using Becke’s partition.55,56
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of different energies (Figure 4A). Both contributions have an

exponential distance dependence.

There exists another class of EET in which the spin states

of the donor and acceptor fragments are changed when

energy transfer takes place. In photosynthetic organisms, the

triplet chlorophylls (Chls) are inevitable under intense sun-

light, and they may convert oxygen to the reactive singlet

state through a spin-exchange EET. Carotenoids in photosyn-

thetic proteins can directly quench triplet Chls through a trip-

let EET (TEET).8,50 The general rate expression for the TEET

process is in the Fermi golden rule framework (eq 15).54

Theoretical characterization of TEET coupling has been less

frequently seen compared with that for SEET couplings. Ear-

lier works based on semiempirical Hamiltonians reported cou-

pling values that led to orders of magnitudes smaller TEET

rates than experimentally observed ones.50,51 Ab initio based

methodologies for treating TEET were developed in a more

recent work,52 and the coupling values reported allow a nano-

second TEET rate that is compatible with experimental results.

In this section, we discuss the methods to characterize both

TEET and SEET couplings.

3.1. Triplet Excitation Energy Transfer. The TEET starts

with the donor in its triplet state, and both the spin and exci-

tation energy are transferred to the acceptor. It can be viewed

as two simultaneous electron exchanges with different spin

(Figure 4B). It is similar to the Dexter exchange coupling in the

SEET55 (Figure 4A).

In a TEET, the initial and final states are spin-localized states

at the donor and acceptor fragments, respectively. The meth-

ods used in most of the works seen up until now can be

divided into two classes as listed below.

3.1.1. Energy-Gap-Based Scheme. The energy gap of

the two triplet states of a donor-acceptor complex can be cal-

culated as excitations (such as configuration interaction sin-

gles (CIS)) from a singlet reference, again to avoid unbalanced

treatment of orbitals. The energy-gap-based scheme is often

used in symmetric systems,52,54 which naturally satisfy the

resonance condition.

For asymmetric systems, it is necessary to manipulate the

states to reach resonance, typically by tuning an external

parameter continuously, such as a reaction coordinate.52 We

note that for large systems the coordinate scanning may

become computationally intensive. It may fail if the triplet

state in one of the fragments is highly stabilized over the other

fragment because crossing point of the potential energy

curves may be hard to find.

3.1.2. Direct Coupling. The second approach was to

directly calculate the off-diagonal Hamiltonian matrix element

for two spin-localized states.

In many earlier works, a semiempirical Hamiltonian was

used to obtain the active MOs. The exchange coupling was

calculated by an explicit exchange integral.51,55,56 In a more

recent work,52 an ab initio direct coupling (DC) scheme was

used where the off-diagonal Hamiltonian matrix elements are

calculated directly,29 with the initial and final states as spin-

localized UHF solutions. In this way, the many-electron effects,

such as the relaxation of inactive orbitals, can be fully taken

into account.

FIGURE 4. Schematic representations for the exchange coupling in
singlet (A) and triplet (B) EET.

FIGURE 5. FED couplings (closed symbols) and the short-range
couplings (corresponding open symbols) for a pair of stacked
naphthalenes. The latter were calculated as the difference of FED
and Coulomb couplings.
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Despite the many desirable features, such as low computa-

tional cost and consistence with CIS energy gaps, DC is not gen-

erally applicable to large systems. In the DC approach, it is

necessary to start from two UHF configurations, one with triplet

donor and the other with triplet acceptor. We note that it is not

always possible to obtain these spin-localized configurations.

3.2. Singlet Excitation Energy Transfer. For singlet exci-

tation energy transfer (SEET), both the energy-gap-based

approach and directly calculating the Coulomb coupling were

seen previously.

3.2.1. Energy-Gap-Based Scheme. The energy-gap-

based approach (eq 5) can be used for symmetric

systems.54,57 For a symmetric system with identical donor and

acceptor fragments, the resonance condition can be easily sat-

isfied. Since this approach uses eigenvalue difference, it yields

the overall couplings. However, like in the TEET case, it is hard

to fine-tune the energy levels, making it difficult to study

asymmetric systems.

3.2.2. Direct Calculation of the Coulomb Coupling. The

“direct coupling” type of calculation in SEET is different from

those for ET and TEET. Since Coulomb coupling dominates the

SEET coupling and the formalism of the Coulomb coupling in

EET is similar to that for electrostatic energy, the coupling is

calculated following the dipole, multipole,58 or full Coulomb

interaction58-51 between the donor and acceptor transitions.

The Coulomb integration is

Jcoul )∫ dr∫ dr'FD*(r) 1
|r - r' |

FA(r' ) (16)

where FD(A) (r) is the donor (acceptor) transition density (eq 12).

With multipole expansion, the Coulomb interaction (Jcoul) can be

reduced to a sum of a Förster’s dipole-dipole coupling, and the

higher multipole terms. We note that the multipole expansion

that two separated spheres can be drawn, with each enclosing

the transition density of a one fragment. In practice, many sys-

tems suffer from the validity of multipole expansion.50 In these

cases, it is important to calculate the full Coulomb interaction

instead of expanding to higher multipoles.

3.3. Generalizing FCD for EET Couplings. It is possible

to generalize the FCD to calculate the EET coupling. In EET, the

excitations in eigenstates are usually slightly delocalized. The

extent of such delocalization, plus the eigenenergy difference,

can in principle determine the EET coupling.

An excitation creates an electron-hole pair. The density of

such an electron and a hole can be represented by the attach-

ment and detachment densities, the positive and negative defi-

nite parts, respectively, of the difference of the ground- and

excited-state densities.54 Thus we can define the excitation den-

sity as the sum of the attachment and detachment densities.

Fex
(mn)(r) ≡ Fhole

(mn)(r) + Felec
(mn)(r) (17)

where Felec
(mn)(r) and Fhole

(mn)(r) are the electron (attachment) and

hole (detachment) densities created in an excitation.51,54

The operator for EET corresponding to the difference in

charge, ∆qmn, in FCD is

∆xmn ) ∫r∈D
Fex

(mn)(r) dr - ∫r∈A
Fex

(mn)(r) dr (18)

which is the difference in the excitation population. The exci-

tation-localized states are, similar to the charge-localized

states, states that have zero off-diagonal excitation difference

(Table 1). Following similarly to FCD, the EET coupling can now

be evaluated in the excitation localized states as

TABLE 2. A Summary of the Methodologies for ET and EET Couplings

scheme required computation advantages limits

direct coupling must obtain charge- or spin-localized
states for ET and TEET, respectively;
for SEET, need excitations for the
separate donor and acceptor fragments

typically yields good quality
results with a low
computational cost; does not
need to scan for resonance

mainly for ground-state
couplings (ET and TEET); may
be hard to find charge- or
spin-localized states; hard to
justify the assumption of
treating calculated states
obtained as diabatic states

energy gap requires the two state energies for the
full system; need to scan for the
transition state if the system is not
symmetric

generally good quality results;
based on eigenstate properties

relatively high computational
cost; need a proper choice of
the reference state to avoid
unbalanced treatment in the
MOs and overestimating
energy gap; for asymmetric
systems, scanning for the
resonance condition may be
expensive, and it may not
work for all cases

use additional operators vertical excitation for the full
donor-(bridge)-acceptor system is
required; need matrix elements of
dipole (GMH), charge difference (FCD)
or excitation difference (FED)

suitable for general asymmetric
systems; generally good
quality results; based on
eigenstate properties; does not
need to scan for resonance

relatively high computational
cost
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Vif )
(E1 - E2)|∆x12|

√(∆x1 - ∆x2)
2 + 4∆x12

2
(19)

in which ∆xm ≡ ∆xmm. In the symmetrical limit, the expres-

sion in eq 19 becomes one-half of the energy gap (Em - En).

The expression in eq 19 is the “fragment excitation difference”

(FED) scheme.51 Similar to FCD, it is convenient to use a pop-

ulation analysis for evaluating eq 18, such as the Mulliken

population analysis.

The FED scheme gives the total coupling value under the

Hamiltonian model employed, regardless of Coulomb or short-

range natures. We have used the FED scheme to show that the

bridge-mediated effects observed in a series of ortho-phenyle-

neethynylene oligomer spaced dyads are mainly in the Coulomb

coupling, and it is a result of the bridge polarizability.55

We note that a variant of FED can also be used to character-

ize TEET coupling. In a typical triplet excitation from a singlet ref-

erence, the electron and hole are of opposite spins, and ∆x now

reflects spin difference in the two fragments. So the similar exci-

tation density can be defined as in eq 18, and the same expres-

sion as in eq 19 can be used for the TEET coupling, a scheme we

called “fragmented spin difference” (FSD). Similar to FED, FSD

yields the total coupling of the Hamiltonian regardless of the

physical origin, and it does not require scanning for resonance

nor finding any spin-localized solutions, suitable fr many gen-

eral systems.

3.3.1. The Exchange Coupling in SEET. The exchange

nature in SEET was observed in experiments.56,57 The Dex-

ter’s exchange coupling is an exchange integral:

Jex )∫ dr∫ dr′FD*(r, r′) 1
|r - r′|FA(r′, r) (20)

where FD(A)(r′,r) is the donor (acceptor) transition density

matrix. Evaluations of such exchange interaction are seen in

works using parametrized Hamiltonians51 or hydrogen-like

orbitals.56 In addition to the exchange interaction, the charge-

transfer configurations also contribute to EET couplings.58,58

We have characterized the short-range coupling by taking

the difference between the FED and Coulomb couplings.51 The

EET couplings in the first three states of two naphthalenes

behave very differently, mainly due to the differences in the

transition dipoles (Figure 5), but the curves for short-range cou-

plings are much closer, which indicates a similar exchange

interaction in these transitions. Since the full coupling under

the CIS Hamiltonian for the dimer is accounted, the possible

charge-transfer configuration effects, as well as any other over-

lap effects, are included implicitly in our approach.

4. Summary

In Table 2, we summarize the major properties in the three

classes of computational methods. In most cases, reliable cou-

pling values can be obtained as long as proper care is taken to

avoid problems in the states from which coupling values are

derived.

The ab initio electronic coupling values offer insights and draw

limits to the transport theories. With them it is possible to simu-

late the charge and exciton transportation with fewer empirical

parameters, enhancing the predictive power of computer simu-

lations, and allowing a tight connection from microscopic descrip-

tion to macroscopic properties. Better understanding on the

structural and functional designs of molecules and on their

device performance can be drawn, which can be used to make

further progresses.
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